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Abstract 

Following Langer (1992), this paper reviews a series of experimental studies that demonstrate 

that individuals mindlessly apply social rules and expectations to computers.  The first set of 

studies illustrate how individuals over-use human social categories, applying gender stereotypes 

to computers and identifying with computer agents that share their ethnicity.  The second set of 

experiments demonstrate that people exhibit over-learned social behaviors such as politeness and 

reciprocity with respect to computers.  In the third set of studies, premature cognitive 

commitments are demonstrated: A television set labeled a specialist is perceived as providing 

better content than a television set that provides multiple types of content.  A final series of 

studies demonstrate the depth of social responses with respect to computer “personality.”  

Alternative explanations for these findings, such as anthropomorphism, intentional social 

responses, and demand characteristics, cannot explain the results.  We conclude with an agenda 

for the next generation of research. 
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 Computer users approach the personal computer in many different ways.  Experienced 

word processors move smoothly from keyboard to mouse to menu, mixing prose and commands 

to the computer automatically – the distinction between the hand and the tool blurs (Heidegger, 

1977; Winograd & Flores, 1987).  Novices cautiously strike each key, fearing that one false move 

will initiate an uncontrollable series of unwanted events.  Game-players view computers as 

windows into other worlds, while email users treat the computer as a mere conduit, little different 

than a telephone.  In short, orientations to computers are derived from a host of individual, 

situational, and technological variables.  

 Despite this variance, all computer users know a fundamental truth: the computer is not a 

person and does not warrant human treatment or attribution.  It is hard to image how one could 

reach any other conclusion.  Unlike dolls or robots, which have faces and bodies, a personal 

computer1 looks nothing like a person.  It is much less suggestive of a human form than a car, for 

example, which has headlights for eyes, a hood line for a mouth, and turn signals for facial 

expressions (McCloud, 1993; Norman, 1992).  A computer is unaware of a user's emotions, and it 

never expresses emotions of its own.  It doesn't even refer to itself as "I."  Perhaps the clearest list 

of deficiencies comes from Shylock in the Merchant of Venice (Shakespeare, 1975, p. 215): A 

computer has “no … eyes, … hands, organs, dimensions, senses, affections, passions . . . 

[It does not] bleed … laugh … [or] die.   

With such clear and compelling evidence of the differences between computers and 

people, we2 have not been surprised that of the thousands of adults who have been involved in our 

studies, not a single participant has ever said that a computer should be understood in human 

terms or should be treated as a person.  That is, anthropomorphism, the assignment of human 

traits and characteristics to computer, will be ruled out by the adult participants in our studies (the 

issue of anthropomorphism and children is more complex, see, for example, Turkle, 1984).   
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This rejection of anthropomorphism stands in stark contrast to peoples' actual behavior in 

our labs and in more naturalistic settings.  In this paper, we will argue that there is clear evidence 

that individuals mindlessly (Langer, 1989) apply social rules and expectations to computers.   

Following Langer’s (1989, 1992) explication of mindlessness, we present numerous studies that 

demonstrate the breadth of  individuals’ mindless responses to computers.  In the first set of 

experiments, we describe how people tend to over-use human social categories, such as gender 

and ethnicity, by applying them to computers.  In the second set of experiments, we provide 

evidence that people engage in over-learned social behaviors, such as politeness and reciprocity, 

toward computers.  In the third set of experiments, we describe how people exhibit premature 

cognitive commitments with respect to computers, as demonstrated by responding to a medium’s 

labeling as a “specialist.”  To demonstrate the depth of social responses, we describe a variety of 

consequences that occur, consistent with the human personality psychology literature, when 

individuals assign “personality” to a computer.  We then argue that alternative explanations for 

these findings, such as anthropomorphism, intentional social responses, and demand 

characteristics, cannot explain our observations.  We conclude with an agenda for further 

research.   

Mindless Responses to Computers 

Mindless behavior—which has been observed in a wide variety of social situations (see 

Langer, 1989, for a review)—occurs as a result of conscious attention to a subset of contextual 

cues (Langer, 1992).  These cues trigger various scripts, labels, and expectations, which in turn 

focus attention on certain information while diverting attention away from other information.  

Rather than actively constructing categories and distinctions based on all relevant features of the 

situation, individuals responding mindlessly prematurely commit to overly-simplistic scripts 

drawn in the past. 

This specification of mindlessness provides both the standard for demonstrating that 

social responses to computers are mindless and the means for eliciting these mindless responses.  



Machines and Mindlessness 
 

7 
We can conclude that individuals are responding mindlessly to computers to the extent that they 

apply social scripts—scripts for human-human interaction—that are inappropriate for human-

computer interaction, essentially ignoring the cues that reveal the essential asocial nature of a 

computer.  As a practical matter, we have found that the best means for identifying these scripts is 

to turn to the literature in experimental social psychology (and to a lesser extent, sociology and 

anthropology; see Reeves & Nass, 1996).  We have then replicated, as closely as possible, the 

same experimental situation, stimuli, measures, and statistics used by the original experimenters 

to establish the "rule" in human-human interaction, with one important change: we have replaced 

the human target with a computer.  Thus, the extant literature has not only specified the range of 

social expectations and behaviors that might be (surprisingly) directed toward computers, but it 

has also provided the means for testing these behaviors in the context of human-computer 

interaction (Reeves & Nass, 1996).   

To elicit mindless social responses in this context, individuals must be presented with an 

object that has enough cues to lead the person to categorize it as worthy of social responses while 

also permitting individuals who are sensitive to the entire situation to note that social behaviors 

were clearly not appropriate.  On the one hand, this suggests that a rock would likely not trigger 

many social responses, as there would not be enough human-like cues to encourage a social 

categorization.  On the other hand, it would not be characteristic of mindless behavior to behave 

as if one was talking with a person when a friendly voice said , "hi, come on in," even if it turned 

out the message was pre-recorded.  (Of course, if there were indications that the voice was pre-

recorded, such as an exact repetition of the message whenever anyone appeared, then a continued 

social response to the voice would be indicative of mindlessness.) 

Earlier, we discussed the readily-available information (including appearance-related 

cues) that would demonstrate to an observer fully aware of context that social scripts should not 

be applied to computers.  What cues, then, might encourage a categorization of computers as 

social actors?  Although there has been no systematic investigation of this point, there are a few 
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characteristics that distinguish computers from most other technologies and are closely associated 

with the human "prototype" (Nass, Steuer, Henriksen, & Dryer, 1994; Smith, 1989): (1) words for 

output (Brown, 1988; Turkle, 1984); (2) interactivity, that is, responses based on multiple prior 

inputs (Rafaeli, 1990); and (3) the filling of roles tradit ionally filled by humans (Cooley, 1966; 

Mead, 1934).  These characteristics, which may provide sufficient bases for individuals to cue 

“humanness,” are incorporated into virtually every application on every personal computer.  

Hence, if these cues encourage social responses, the treatment of computers as human is 

ubiquitous.  

 

Experimental Evidence Supporting Mindless Responses to Computers 

Over-use of categories 

Our first series of studies examined whether individuals would carry over uniquely 

human social categories to the computer realm.  We began with one of the most psychologically 

powerful social categories: gender (Bem, 1981).  Specifically, we focused on three well-

established gender stereotypes.  First, research has shown that dominant behavior by males tends 

to be well-received (dominant men tend to be perceived as “assertive” and “independent”), 

whereas dominant behavior by females tends to be poorly received (dominant women tend to be 

perceived as “pushy” or “bossy”) (Costrich, et al., 1975).  Second, when people are evaluated, 

they tend to consider the evaluation to be more valid if it comes from a male than if it comes from 

a female (Eagly & Wood, 1982).  Finally, people not only tend to categorize certain topics as 

being “masculine” or “feminine ,” but they tend to assume that women know more about 

“feminine” topics and men know more about “masculine” topics (e.g., Heilman, 1979).  

To determine whether computers would trigger the same scripts, expectations, and 

attributions associated with these gender stereotypes, we designed an experiment involving 

computers with voice output3 (Nass, Moon, & Green, 1997).  During the experiment, participants 

were told that they would use computers for three separate sessions: tutoring, testing, and 
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evaluation.  During the tutoring session, the tutor computer verbally presented (via a prerecorded 

female or male voice) a series of facts on each of two topics, “computers and technology” (a 

stereotypically “male” topic) and “love and relationships” (a stereotypically “female” topic).  

After the tutoring session, the participant was directed by the tutoring computer voice to move to 

a “tester” computer for the testing session.  The tester computer, which had no voice, 

administered a text-based, multiple -choice test.  Each question ostensibly had a "correct" answer.  

Upon completing the testing session, the tester computer told the participant to go to a third 

computer, the “evaluator” computer, for the evaluation session.  The evaluator computer, using a 

different prerecorded female or male voice, reviewed each question, indicated whether the 

participant had given a correct answer, and evaluated the performance of the tutor computer.  The 

evaluations were generally positive, for example: “Your answer to this question was correct.  The 

tutor computer chose useful facts for answering this question.  Therefore, the tutor computer 

performed well.”  The evaluator computer thus played two dominant roles: It evaluated the 

performance of the participant, and it evaluated the performance of the tutor computer.   

 After the on-line evaluation session, the evaluator computer asked the participant to 

complete a pencil-and-paper questionnaire that consisted of two sets of questions.  The first set 

asked participants for their assessment of the tutor computer’s performance during the tutoring 

session.  The second set of questions asked for an assessment of the evaluator computer during 

the evaluation session.   

 The results supported the hypothesis that individuals would mindlessly gender-stereotype 

computers.  Both male and female participants found the female -voiced evaluator computer to be 

significantly less friendly  than the male-voiced evaluator, even though the content of their 

comments was identical.  In addition, the generally positive praise from a male -voiced computer 

was more compelling than the same comments from a female -voiced computer: Participants 

thought the tutor computer was significantly more competent (and friendlier) when it was praised 

by a male-voiced computer, compared to when it was praised by a female -voiced computer.  And 



Machines and Mindlessness 
 

10 
finally, the female -voiced tutor computer was rated as significantly more informative about love 

and relationships compared to the male -voiced tutor, while the male -voiced tutor was rated as 

significantly more informative about computers (Nass, Moon, & Green, 1997).  

 It is important to note that in this experiment, participants were wholly aware that the 

voice was a narrator for the computer (as opposed to some human “behind” the computer).  In 

addition, they knew that the voice did not necessarily reflect the gender of the computer 

programmer.  In fact, when asked (in post-experimental debriefs), participants indicated that they 

believed the various computer programs were probably written by the same person, even though 

different voices were played in the different software programs.  And despite their behavior, they 

also uniformly agreed that male -voiced computers were no different than female -voiced 

computers and that to engage in gender-stereotyping with respect to computers would be 

ludicrous.  

 Ethnicity.  The second social category examined was ethnicity (Nass, Isbister, & Lee, in 

press).  In this experiment, an interactive video manipulation4 was used to provide participants 

with an “ethnicity cue.”  And because minority-group individuals tend to exhibit much higher 

levels of ethnic identification (Wilder & Shapiro, 1984), we involved Korean rather than 

Caucasian participants.   

Participants were given a series of hypothetical choice-dilemma situations in which an 

individual had to decide between two courses of action.  In general, one option tended to be more 

rewarding and attractive but less likely to be attained.  (For example, one of the situations 

described the dilemma of a college football player who could either go for a risky play that could 

win the game, or go for a cautious play that could tie.) 

 The participants were instructed to read a description of the situation, make a decision, 

and then ask the computer agent—represented by a Korean or Caucasian video face—what 

decision it would make.  After being presented with the agent’s decision and its arguments in 

favor of that decision, the participants answered a series of questions (using a paper-and-pencil 
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questionnaire) concerning their perception of the agent’s decision, the quality of the agent’s 

argument, and their own decision.  This procedure was repeated for eight different choice-

dilemma situations.   

The results in this experiment were consistent with mindless stereotyping: The social 

category cue (ethnicity) triggered a series of expectations, assumptions, and attributions, 

regardless of the context in which the cue appeared.  Specifically, participants in the same-

ethnicity condition perceived the agent to be more attractive, trustworthy, persuasive, intelligent, 

and as making a decision more similar to their own, compared to those in the different-ethnicity 

condition.   

As a direct test of whether individuals mindlessly categorize the computer as a social 

actor, we repeated this experiment, telling the second group of participants that they were having 

a videoconference with another person.  Ethnicity in humans can predict fundamental values 

(Wallace, 1997); hence, it was not unreasonable for participants to strongly rely on a real person's 

ethnicity in assessing advice on these dilemmas.  Remarkably, there were no interactions between 

ethnicity and human vs. computer for any dependent variables; that is, the ethnicity of the image 

had as strong an effect as a computer agent as it did as an actual person!  Once categorized as an 

ethnically-marked social actor, human or non-human was no longer an issue. 

In-group vs. out-group.  Our third study in this line of research provided the most 

stringent test of the mindless use of social categories (Nass, Fogg, & Moon, 1996).  Specifically, 

we wanted to determine whether people would rely on an arbitrarily-assigned social category, i.e., 

in-group vs. out-group (Tajfel, 1982), when they interacted with computers.  Anyone who has 

been part of a "color war," in which half of the people are assigned to the blue team and the other 

half are assigned to the competing green team, know that the mere act of being labeled and made 

dependent on others leads to feelings of loyalty and a perception that one's teammates are 

superior to those on the other team. 
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In the first condition, we attempted to create a feeling of shared identity between the 

person and the computer by: 1) reminding the participants that they were dependent on the 

computer, 2) giving the participants a blue armband, 3) putting a blue border around the 

computers' monitor, and 4) referring to the participant and the computer as the "blue team."  In 

the second condition, each participant was referred to as the "blue person" (armband) working 

with the "green computer" (border), and the participant was encouraged to focus on individual 

responsibility.  This study, like most of the studies in our research program, used simple text-

based software. 

The results showed that even when confronted with such a minimal manipulation, and an 

understanding that the computer could not return the participant's loyalty, participants in the 

“team” condition were significantly more likely to cooperate with the computer, to conform to the 

computer’s suggestions, to assess the computer as more friendly and more intelligent, and to 

perceive the computer as being similar to themselves, compared to participants in the “non-team” 

condition.  Further research suggested that the mere use of a matching armband and border could 

mindlessly induce social responses (Reeves & Nass, 1996, chap. 13).  Needless to say, 

participants in these experiments claimed (in post-experimental debriefs) that the labeling was 

irrelevant to their behaviors and attitudes. 

 Together, the results from these three studies confirm that people tend to rely on social 

categories when interacting with computers, even when the cues associated with those categories 

do not have the same meaning or even make “sense” in the human-computer context.   

Over-learning 

Mindless behavior can also emerge from “over-learning,” that is, from deeply ingrained 

habits and behaviors.  Individuals are so facile at performing some behaviors that once the script 

is initiated, they stop searching for additional context cues and simply respond according to the 

script.  A straightforward demonstration of this is provided by an experiment we conducted on 

politeness (Nass, Moon, & Carney, 1999).  
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Politeness.  Research has indicated that when an individual is asked to directly evaluate 

another person in a face-to-face setting (e.g., “How do you like my new haircut?”), the resulting 

evaluation tends to be positively biased (e.g., “It looks wonderful.”).  That is, people tend to give 

“polite” evaluations in these situations—even when those evaluations involve some dishonesty—

because they are reluctant to hurt the feelings of another person.  In our experiment, we replicated 

this scenario using text-based computers.  Participants worked with Computer A, and were then 

interviewed about Computer A’s performance.  In the first condition, the interview was 

conducted by Computer A.  In the second condition, the interview was conducted by Computer B 

(an identical second computer).  In the final condition, the interview was conducted via paper-

and-pencil questionnaire.  Consistent with the politeness hypothesis, evaluations were 

significantly more positive when the computer asked about itself as compared to the other two 

conditions (these two conditions obtained identical, and likely truthful, responses).  In other 

words, people were polite to a computer!   

These polite responses occurred despite the fact that in post-experimental debriefs, 

participants uniformly denied believing that computers have "feelings” or warrant polite 

treatment.  Thus, this was a classic case of overlearning: The social rule that dictates insincere 

responses (the “politeness” rule) automatically came into play as soon as the computer asked 

about itself.  The participants mindlessly failed to consider that the basis for the rule—emotional 

harm to the questioner—did not apply in this context. 

Reciprocity.  A second domain in which overlearning was examined was reciprocity.  All 

societies train their members to observe the rule: “One should provide help, favors, and benefits 

to those who have previously helped them” (Cialdini, 1993; Fogg, 1997; Gouldner, 1960).  The 

rule of reciprocity has been shown to be extremely powerful (Cialdini, 1993); indeed, 

anthropologists Leaky and Lewin (cited in Cialdini, Green, & Rusch, 1992) assert that reciprocity 

is the central characteristic of being human.  Thus, if the over-learning of social scripts extends to 

the computer domain, then individuals will reciprocate when a computer is helpful to them. 
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The first experiment (Fogg & Nass, 1997) involved two tasks: a task in which a computer 

“helped” a user and a task in which the user was asked to “help” a computer.  In Task 1, 

participants conducted a series of web searches with a computer; the results of the searches were 

either extremely useful or not at all useful.  In Task 2, participants worked with a computer that 

was trying to create a color palette to match human perception.  They were told that by making 

accurate comparisons of sets of presented colors, they could help the computer create this palette.  

Participants could choose how many comparisons to do: the more comparisons, the more the 

participant helped the computer.  In one condition, participants performed Task 2 on the same 

computer that they performed Task 1; in the other condit ion, participants used different (but 

identical) computers for Tasks 1 and 2. 

The results were consistent with reciprocity norms:  Participants who worked with a 

helpful computer in Task 1 and then returned to the same computer in Task 2 performed 

significantly more “work” for the computer in Task 2, compared to participants who used two 

different computers for the two tasks.  Same-computer participants even performed Task 2 with 

greater accuracy, a different measure of effort.  There was also evidence of a “retaliation” effect:  

When participants worked with a computer in Task 1 that was not very helpful and then returned 

to the same computer in Task 2, they made significantly fewer comparisons than participants who 

used different computers. 

Reciprocal self-disclosure.  We decided to follow up this study with an investigation into 

reciprocal self-disclosure (Moon, in press).  Research has shown that people are typically 

reluctant to divulge intimate information about themselves to anyone but their closest friends and 

relatives (e.g., Kelly & McKillop, 1996).  One notable exception to this rule involves reciprocity:  

There is substantial evidence that people will engage in intimate self-disclosure—even with 

relative strangers—if they first become the recipients of such disclosures from their 

conversational partners (see Moon, in press, for a review).  In short, disclosure “begets” 

disclosure, such that people who receive intimate disclosure feel obligated to respond with a 
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personal disclosure of equal intimacy.  

In this experiment, we were interested in whether people would engage in reciprocal self-

disclosure with a computer, providing that the computer initiated the disclosure process by 

divulging information first.  Participants were interviewed by a computer on a variety of topics. 

In the no-reciprocity condition, the computer asked the interview questions in a relatively 

straightforward manner, for example: "What has been your biggest disappointment in life?" or 

"What have you done in your life that you feel most guilty about?" 

In the reciprocity condition, the computer preceded each interview question with some 

seemingly parallel information about itself: "This computer has been configured to run at speeds 

up to 266 MHz.  But 90% of computer users don’t use applications that require these speeds.  So 

this computer rarely gets used to its full potential.  What has been your biggest disappointment in 

life?" or "There are times when this computer crashes for reasons that are not apparent to its 

user.  It usually  does this at the most inopportune time, causing great inconvenience to the user.  

What have you done in your life that you feel most guilty about?"  The information disclosed by 

the computer was descriptive in nature and always referred to factual matters.  The computer 

never made a statement that implied that it had emotions, feelings, attitudes, or motivations, and it 

never referred to itself as "I."   

Because the interview questions in the reciprocity condition were much lengthier than 

those in the no-reciprocity condition, there was also a third condition in this experiment.  In this 

control condition, the number of words for each question equaled the number of words in the 

reciprocity condition.  But unlike the reciprocity questions, the control questions did not involve 

computer "disclosures," for example: "You are now ready for the next question in this interview.  

The next question is about disappointment.  In this question, you will be asked about the biggest 

disappointments in your life.  The specific question is as follows ... What has been your biggest 

disappointment in life? or "The next question in this interview is about guilt.  More specifically, 

you will be asked what you have done in your life that you feel most guilty about.  The question 
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is:  What have you done in your life that you feel most guilty about?" 

When we looked at the results of this experiment, we found self-disclosure tendencies to 

be consistent with the norms of reciprocity:  Responses in the reciprocity condition were higher in 

intimacy (measured in terms of depth and breadth) than responses in the other two conditions.  

Thus, over-learned social scripts can not only be activated in a context in which they do not make 

“sense,” but in a context in which the “trigger” for the script makes explicit the non-human 

source of the information.5  

Premature Cognitive Commitment with Single Exposure 

 As Langer (1992) points out, mindlessness is distinct from mere over-learning because 

the former may result from a single exposure to a stimulus, as opposed to repeated exposures.  

This can happen, for example, when information is given by an authority figure.  In these cases, 

information is accepted uncritically, without attention to other aspects of the situation.  To 

determine whether this type of “premature cognitive commitment” occurs when people interact 

with machines, we decided to conduct an experiment that manipulated the labeling of machine 

roles.  Because computers might naturally be perceived as authoritative in the content they 

produce, we focused on a technology that does not produce content and is never thought of as an 

expert: a television set.  

 Specialist vs. generalist.  Would the mere labeling of a television as a "specialist" 

influence individuals' perception of the content it presented?  To conduct this study, participants 

were brought into the laboratory and watched segments from news shows and situation comedies.  

Those who were assigned to watch the “generalist” set were told they would watch an ordinary 

TV that we used to show both news and entertainment shows.  On top of the TV was a sign that 

read “News and Entertainment Television.”  Those who were assigned to the “specialist” 

condition were told that they would watch programs on two different televisions:  They would 

watch news on a television set that we happened to use only to show news programs, and 

entertainment on a television set (on the other side of the room) that we happened to use only to 
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watch entertainment programs.  On top of each of these two TVs were signs that read “News 

Television” and “Entertainment Television,” respectively. 

 After viewing a series of news and entertainment segments, we asked participants to 

evaluate what they had seen.  The results demonstrated a premature cognitive commitment to the 

notion of expertise: Participants in the “specialist” condition thought the news segments were 

significantly higher in quality, more informative, interesting, and serious than did participants in 

the “generalist” condition, even though everyone saw identical news segments.  Similarly, though 

everyone saw the same programs, participants in the “specialist” condition thought the 

entertainment segments were significantly funnier and more relaxing than participants in the 

“generalist” condition.  Thus, even meaningless assignments of "expertise" can result in mindless 

acceptance of content. 

Breadth and Depth of Social Responses 

 The previous studies (see Reeves & Nass, 1996, for additional studies) establish the 

breadth of mindless responses across areas of social psychology.  We have also been interested in 

establishing a rich set of results within a domain of psychology: personality.   

Personality.  In the computer science literature, "personality" has traditionally been one 

of the "holy grails" of artificial intelligence.  The assumption has been that the creation of even 

crude computer “personalities” necessarily requires tremendous computing power and realistic 

human-like representations.  In contrast, we decided to rely on the tendency of users to make 

premature cognitive commitments to generate strong effects from a computer personality via the 

simple scripting of text.   

In these studies, participants worked with a computer that displayed either a “dominant” 

or “submissive” personality style.  While keeping the core content identical, the manipulation of 

dominance and submissiveness in the computers was rather simple:  (1) the dominant computer 

used strong, assertive language during the task (e.g., "you should definitely do this"), whereas the 

submissive computer used more equivocal language (e.g., "perhaps you should do this"); and (2) 
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the dominant computer expressed high confidence in its actions during the task (an average 

confidence level of 80%), while the submissive computer expressed low confidence (an average 

confidence level of 20%).   

In our first study (Nass, Moon, Fogg, Reeves, & Dryer, 1995), we used a standard 

personality test to categorize participants according to whether they had “dominant” or 

“submissive” personalities.  We then paired them with a computer that either matched or 

mismatched their personality.  We hypothesized that participants would respond to the computers 

making a premature cognitive commitment to the textual cues of personality.  Consistent with the 

principle of "similarity-attraction” – which posits that individuals are attracted to other people 

who are similar to themselves – we found that dominant participants were more attracted to, 

assigned greater intelligence to, and conformed more with the dominant computer, compared to 

the submissive computer.  Submissive participants reacted the same way to the submissive 

computer compared to the dominant computer, despite the essentially identical content (Nass, et 

al., 1995).   

We have replicated and extended this result, using the same manifestation of personality. 

For example, we have found that when people use a “matching” computer, they are more willing 

to purchase items via the computer (Moon, 1998).  We have also established "gain" effects: When 

a computer’s personality cues change from being dissimilar to the user to being similar to the 

user, individuals are more positively disposed to the computer than when it is consistently similar 

(Moon & Nass, 1996). Cued personality similarity can even overcome the "self-serving bias": 

When a computer's "personality" matches that of the user, individuals are more likely to give the 

computer credit for success and less likely to blame the computer for failure, compared to when 

there is a personality mismatch (Moon & Nass, 1998).  And finally, personality cues influence the 

perception of neutral content.  In this study, when the personality of a computer-based "News and 

Entertainment Guide" matched users’ personalities, users found the music, humor, and health-

advice (which was identical for all participants) to be significantly better (Moon, 1998).  Thus, 
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even minimal cues can mindlessly evoke a wide range of scripts, with strong attitudinal and 

behavioral consequences. 

Addressing Alternative Explanations 

The previous sections of this paper have shown that mindlessness provides a robust 

explanation for the wide variety of social behaviors we have observed in human-computer 

interaction.  However, are there explanations for social responses toward computers that allow for 

mindful responses on the part of individuals?  Certainly, as we have presented these results over 

the years, alternative explanations for these phenomena have been proposed.  In this section, we 

argue that these alternative explanations do not bear the weight of the evidence. 

For individuals to thoughtfully apply social rules to computers, at least one of three 

factors must be involved: 1) individuals erroneously believe that computers warrant human 

treatment, 2) individuals orient their responses to some human “behind” the computer, or 3) 

individuals determine that the experimenter wants participants to exhibit social responses, and the 

participants comply.  We address each alternative in turn. 

Anthropomorphism 

If individuals have a belief that computers are essentially human, that is, if individuals 

anthropomorphize computers, human-appropriate responses to computers reflect a reasonable 

application of social rules and behaviors.  Indeed, prior to the current research, 

anthropomorphism was the standard explanation for social responses to computers (e.g., Barley, 

1988; Turkle, 1984; Winograd & Flores, 1987).  The argument was that social responses to 

computers emerged from ignorance concerning the ontological status of computers qua people.  

We reject the assumption of anthropomorphism, largely based on the fact that the 

participants in our experiment were adult, experienced computer users.  When debriefed, they 

insisted that they would never respond socially to a computer, and vehemently denied the specific 

behaviors they had in fact exhibited during the experiments.  Because these behaviors extended 

over many minutes and relied on intentional responses on the part of the user (as distinct from 
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physiological or other automatic responses, such as shouting at the computer), we believe that the 

participants were sincere in their protestations.   

This is not to say that individuals of all ages cannot or do not develop very strong 

relationships with computers and other objects (e.g., Martin, 1997; Schaffer, 1991; Sherman, 

1991; Turkle, 1984).  One can observe many individuals who cherish a computer or other object 

because they have become emotionally attached to it, who give computers (and other 

technologies, most notably automobiles) a name, and who carry on running dialogues with 

machines that cannot listen.  These responses are not evidence for anthropomorphism, because 

anthropomorphism, as defined here, involves the thoughtful, sincere belief that the object has 

human characteristics.  If the adults who exhibit the previous behaviors were asked whether the 

object they were orienting to actually had human traits and characteristics, the evidence suggests 

that adults (the case of children is much more complex; see Turkle, 1984)  would say “no.”  

Indeed, social and emotional behavior directed toward cherished objects seems to be related to 

the evocation of memories and emotion management, rather than a direct response to the object 

itself (Sherman, 1991; Wapner & Redondo, 1990).  In the same way, people can cry while 

reading a book; the tears are not directed to the book as medium. 

These rich relationships with computers and other technologies also should not be 

confused with the social responses we describe here.  For the former, individuals are very often 

quite mindful of their emotional attachments to objects.  However, for the social responses we 

observe, individuals are unaware of their behaviors, and apply a wide range of social rules 

mindlessly.  That is, rather than an object for reflection, the computer seems to be a peer in a 

social interaction. 

Thus, there are key differences between anthropomorphism (a sincere belief that the 

computer warrants human treatment), cherished objects (in which the object is oriented to with a  

focus on its ability to evoke or manage feelings and attitudes), and the responses described in this 

paper, termed ethopoeia.  Ethopoeia (from the Greek) involves a direct response to an entity as 
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human while knowing that the entity does not warrant human treatment or attribution.  Models of 

thoughtful human attribution and behavior or evocation of memories and feelings cannot explain 

the processes that elicit stereotyping, politeness, reciprocity, etc., toward a computer, but an 

obliviousness to the unique characteristics of a computer as an interactant certainly can. 

Orientation to the programmer 

Some have argued that social responses to the computer are not actually social responses 

to the computer at all; instead, they are social responses to an unseen human “behind” the 

computer, usually a programmer.  The basic argument here is that individuals frame interactions 

with computers as interactions with imagined programmers; since programmers are people, it is 

not surprising that individuals display social responses.  A related explanation is the "intentional 

stance" explanation (Dennett, 1987): When confronted with a complex entity obviously designed 

by a person, humans will ascribe human-like goals and characteristics as a heuristic for 

understanding (Johnson-Laird, 1989, p. 475-476).  It then seems a small (albeit dangerous) leap 

from this ascription to a fuller endowment of human traits and characteristics. 

Three categories of evidence challenge this explanation of "the computer as 

programmer."  First, in the dozens of experiments we have conducted, the overwhelming majority 

of participants have indicated, both spontaneously and in direct questioning, that they did not 

have the programmer or any other human "in mind" during the interaction.  While it is possible 

that these thoughts are not conscious, this certainly challenges the "intentional stance" 

explanation. 

Second, in all of the experiments involving multiple computers (e.g., the politeness study, 

the gender study, the reciprocity study), participants unanimously agreed that the programs on the 

two computers were written by the same person.  This is not a coincidence: Not only were all of 

the software tasks in fact written by the same person, but we did everything we could to make the 

interfaces as uniform as possible with respect to interaction style, language, font, etc.  If 

individuals were thinking of the programmer when they were participating in these experiments, 
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the fact that there was a single programmer would have eliminated the difference between the 

boxes, just as having a conversation with the same person from two different telephones does not 

make one feel that one is speaking with two different people.  The significant differences in these 

experiments clearly undermine the orientation to the programmer argument. 

Finally, Nass and Sundar (1996; see Reeves & Nass, 1996, chap. 16) performed a critical 

test of the "programmer explanation."  Participants worked on tutoring tasks with two different 

computers that had "different styles of teaching."  For half of the participants, the computers were 

consistently referred to as a "programmer;" for the other half of the participants, the computers 

were called a "computer."  For example, "you will be working with this computer/programmer to 

learn about the United States" or "this computer/programmer will provide you with 15 facts."  If 

people orient to the programmer when they interact with a computer, this minimal manipulation 

should have no effect, as the words "computer" and "programmer" would be synonyms.  

Conversely, if individuals respond directly (and mindlessly) to the computer, then there would be 

differences between computer-oriented responses and programmer-oriented responses.  

Consistent with the mindlessness explanation, participants who did not have to think of the 

programmer had significantly more positive feelings about the experience than did "programmer" 

participants. 6 

Together, these three strands of evidence suggest that mindlessness is a better explanation 

for social responses than is an orientation to the programmer.   

Demand Characteristics 

The final challenge to mindless responses focuses on the extent to which: a) the 

experimental situations or b) the questionnaires, encourage users to demonstrate social responses, 

responses which would not be exhibited in more normal situations.  We address each in turn. 

One might argue that many of the experiments described above involve behaviors of the 

computer that are so unusually social that individuals believe that they are being asked to pretend 

that they are in a social situation.  That is, participants exhibit a "willing suspension of disbelief" 
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(Coleridge, 1889); they assume that in order to be engaged in the experimental task, they are 

expected to "forget" that they are only dealing with a computer.  This view is different from the 

"orientation to the programmer" in that in the present perspective, the social orientation is directly  

to the computer, rather than indirectly through the computer to an unseen programmer.   

There are a number of flaws in this argument.  First, in more than half of the experiments 

described above, individuals were interacting with simple text on a screen.  None of the 

experiments included sophisticated input modalities, such as speech recognition or visual 

processing.  The computers never referred to themselves as "I" (all self-references were to "this 

computer"), never referred to the user by name, gender, or other identifying characteristic, and 

never indicated or implied that they had feelings, emotions, or other human traits or 

characteristics.  All of the experiments included cover stories that focused on traditional 

computing tasks, such as teaching, evaluation, or presentation and processing of information 

according to fixed criteria, rather than richly social situations.  And the experimenter not only 

followed a fixed script, but participants only encountered the experimenter before their work with 

the computer and after they completed the experiment; thus, it would have been virtually 

impossible for the experimenter to signal the desired responses. 

Regarding the questionnaires, every effort was made to create measures that did not 

suggest human traits or characteristics.  Questions concerning the performance of the computer 

and questions about the user's affect or performance do nothing to encourage a social response; 

these measures nonetheless indicated social responses.  And in many of the studies (e.g., the 

reciprocity experiments), we moved beyond questionnaire measures to richer behaviors which 

could not be susceptible to the argument that the questions cued social responses. 

At a more basic level, one of the best arguments against demand characteristics is that for 

many of the experiments, participants were unaware of the responses they were supposed to 

provide.  For example, in the personality experiments, participants did not know the principles of 

similarity-attraction that manifested in so many different domains.  Similarly, it is unlikely that 
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participants were aware of gain theory and the extent of in-group biases caused by simple 

labeling.  Moreover, in some cases, the norms against exhibiting behaviors such as gender 

stereotyping would have resulted in demand effects that countered the actual results we obtained.  

In sum, the limitations of experimental demands suggest that the results we obtained are found in 

normal use of the computer. 

Agenda for Future Research 

 The idea that individuals apply social rules when interacting with computers—the 

"Computers are Social Actors" paradigm—has been well-established (Reeves & Nass, 1996).  

This paradigm has generated both a wide range of predictions about human-computer interaction, 

as well as a method for demonstrating the validity of those predictions.  The present paper 

presents a process—mindlessness—that accounts for these seemingly bizarre responses to 

computers.7   

While mindlessness provides a general explanation for the cognitive processes underlying 

this phenomenon, it fails to pinpoint precisely  when and why mindless behavior will occur, and 

when individuals will respond to computers merely as tools.  To develop this deeper 

understanding, we must develop a much more detailed specification of the nature of machines 

and mindlessness.  We propose some critical issues in the paragraphs that follow.  

Characteristics of computers 

 The term "computer” (along with the more general term, "media") is theoretically limited, 

if not vacuous, because the experience of a user can vary enormously depending on the particular 

characteristics of the computer’s hardware and software.  In this regard, some key questions 

include: What are the particular dimensions of computers (Nass & Mason, 1990) that encourage 

or discourage mindless social responses?  Are there some dimensions that are more powerful than 

others? How do the various dimensions interact? 

 One possibility is that the more computers present characteristics that are associated with 

humans, the more likely they are to elicit social behavior.  According to this hypothesis, 
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computers with voice input and output should elicit more social behavior than their text-based 

counterparts, software agents with human features should be more likely to encourage social 

responses than software agents with animal features, and computers that express “emotions” 

should be socially compelling.   

And yet while these predictions seem reasonable enough, it is in fact unclear whether the 

relationship between human-like characteristics and social responses is linear.  Perfect 

implementations of technologies mimicking human characteristics (such as voice input/output, 

etc.) may generate powerful social responses but it is not at all clear whether ersatz versions of 

these technologies are “close enough” to elicit more social responses than would have occurred in 

their absence (Reeves & Nass, 1996). Indeed, it is equally possible that a lack of verisimilitude 

increases the saliency of the computer’s “non-humanness.”   

For example, speech recognition systems often make errors that are unlike any that a 

human would ever make (Kurzweil, 1997); similarly, even the best speech synthesis systems 

exhibit intonations and cadences that would never come from a person (Nass & Gong, 1999; 

Olive, 1997).  How do such technologies affect users?  Do they make them more mindful of the 

fact that they are not working with a social entity?  Unfortunately, the research with respect to 

this question is rather limited.  There is some evidence that users are less likely to respond 

socially to a poor implementation of a human-like software character than to a good 

implementation of a dog-like character (Kiesler, Sproull, & Waters, 1996).  Other researchers 

have speculated that false expressions of emotion may backfire, since they remind users of the 

non-social nature of the interaction (Picard, 1997; although people do have a bias toward 

acceptance of virtually all information; see, e.g., Gilbert, 1991).  Clearly, more work is needed in 

this area. 

A related set of issues involves aggregations and asymmetries with respect to human-like 

characteristics.  In human adults, the various characteristics and capabilities associated with 

“being human” (such as the ability to talk, listen, express emotion, look like a human, etc.) are 
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usually inseparable and immutable.  In computers however, particular capabilities can not only be 

added or removed at will, but these capabilities are constantly being upgraded as technology 

improves.  This raises a number of questions:  In computers, do different combinations of 

characteristics have additive or synergistic effects with respect to social responses?  What 

happens when highly sophisticated technologies are combined with relatively crude ones in a 

single machine?  Is highly mechanistic language coupled with full-motion video perceived by 

users to be “somewhat social” or does the mismatch only cause users to be more mindful of the 

computer’s essential non-humanness (see Isbister & Nass, in press)?  In short, are there 

interactions among the various dimensions, or simply main effects?  Further compounding all of 

these questions is the possibility that different dimensions of technology might cue different sets 

of social scripts, e.g., voice technologies might encourage the use of social scripts that involve 

behavior, but have no effect on attribution scripts.   

And finally, there is the issue of whether social rules are elicited solely by cues associated 

with humans, or whether convincing approximations of reality—i.e., virtual realities (Steuer, 

1992)—are also sufficient to cue social responses.  In other words, a computer that presents 

ambient sound likely creates a more "realistic" representation of the physical world – does it also 

evoke more social responses?  Conversely, do cues uniquely associated with computers, such as 

extremely rapid calculation or "crashing," remind users that social responses are inappropriate? 

Individual Differences 

In human-computer interaction research, the individual differences that researchers have 

traditionally focused on are expertise and gender.  We have either varied or controlled for both of 

these factors in a number of our experiments and have found no evidence that social responses to 

computers are confined to a certain category of people, nor do expertise and gender seem to 

interact with other factors.  This even holds true in our personality studies: While individual 

differences such as personality have led to different responses to interfaces, they have not led to 

differences in the particular social rules that are elicited, or the strength of those responses.  
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For present purposes, the most significant individual difference may be the extent to 

which users, because of either disposition or the demands of the task, focus on the task.  In 

previous research, states of “flow” (Csikszentmihalyi & Csikszentmihalyi, 1988) have been found 

to lead to intensified processing; however, it could be that these flow states also lead users to 

ignore seemingly task-irrelevant dimensions that would suggest non-humanness.  While there is 

evidence that people can be trained to be more mindful of context cues (see Langer, 1989, 1992), 

it is unclear how broadly this ability generalizes and the circumstances under which users can 

overcome cognitive limitations. 

Which Social Rules? 

 Although there may be categories of social rules that are more likely to be mindlessly 

triggered by computers, no formal typology exists.  We therefore propose a few hypotheses.  

Social attitudes and behaviors that are controlled by more primitive or automatic processes (e.g., 

multiple voices automatically representing multiple social actors; see Reeves & Nass, 1996, chap. 

16) are more likely to be mindlessly elicited than more socially-constructed attitudes and 

behaviors (e.g., which jokes are funny; see Morkes, Kernal, & Nass, in press).  Rules that are 

used frequently (e.g., conversational politeness norms; see Grice, 1967) are more likely to be 

mindlessly elicited than rules that are used rarely (e.g., what to say when someone is exhibiting 

strong emotions).  Social behaviors that are uniquely directed at members of a person's culture 

(e.g., intra-cultural rituals) may be more difficult to elicit via computers, since interaction 

breakdowns (Winograd & Flores, 1987) that result from certain characteristics of the computer—

including the computer’s limited vocabulary and its sometimes inexplicable behavior—may  

remind the user of a “foreigner” or a person from a different culture.  As noted earlier, there may 

also be linkages between particular types of social rules and particular characteristics of media. 

Direct Comparisons to Human-Human Interaction 

 Validation of the "Computers are Social Actors" paradigm has traditionally involved 

investigating whether humans exhibit the same basic patterns of behavior toward computers that 
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are found in human-human interaction.  Direct, meta-analytic comparisons between the human-

human and human-computer contexts have not been conducted, in part because our adherence to 

well-established methodologies has constrained our ability to construct experimental designs 

equally appropriate for human-computer and human-human testing. 

 Recently, however, we have begun to perform experiments that allow for these types of 

meta-comparisons.  In these experiments, half of the participants are led to believe they are 

working with a computer, while the other half are led to believe that they are using a computer to 

communicate with a person in another room (e.g., Nass, Isbister, & Lee, in press; Morkes, 

Kernal, & Nass, in press).  In reality, all participants experience identical interactions with the 

computer, regardless of their beliefs about “who” they are communicating with; we are thus able 

to manipulate participants’ perceptions of their interaction partners, while controlling all other 

elements of the experimental situation.  With a few exceptions (see Morkes, Kernal, & Nass, 

1998), the "human" conditions in these experiments have not elicited stronger social responses 

than the "computer" conditions. 

 Of course, more research is needed before any general conclusions can be reached.  This 

research should include other comparison groups that provide a more rigorous challenge to the 

human-computer condition, such as conditions that involve a meeting with the ostensible 

interaction partner before the computer-mediated interaction begins, face-to-face conditions, 

audio- and video-conferencing, etc. 

Final Words 

 We have spent the past ten years surprising ourselves (and others) with the breadth and 

depth of people's social responses to computers.  This paper represents the second-generation of 

research in our paradigm, in that it focuses on an explication of the process by which social 

responses occur.  The second generation will be complete when theory and experiments answer 

the question:  
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 Which characteristics of computers (and other media) lead which individuals to follow 

which social rules how similarly to human-human interaction, and why? 

Endnotes 
 

1 We use the term " computer" to refer to the standard hardware and software that is encountered 

by the vast majority of users.  While there are certainly computers that do provide first steps 

toward emulating a wide range of human capabilities and behaviors, these machines are 

extremely rare, perform very poorly as compared to humans, and do not seem to have influenced 

the vast majority of peoples' thinking about computers. 

2 Throughout the paper, the term "we" refers to Byron Reeves as well as the authors. 

3 Voice might be another cue that encourages social interaction (Amalberti, 1993). 

4 Faces have been argued to encourage social responses (Ekman, Friesen, & Ellsworth, 1972; 

Reeves & Nass, 1996, chap. 3; Shepard, 1990). 

5 In its use of placebic information to generate compliance, this study is related to Langer, Blank, 

& Chanowitz (1978). 

6 Of course, any difference between the programmer and computer conditions would lead us to 

reject the “computer as programmer” explanation. 

7 An alternative, but related, process explanation based on evolutionary psychology can be found 

in The Media Equation (Reeves & Nass, 1996, chap. 1). 
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